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Abstract. The paper discusses the possible advantages of pre-editing English 
news texts for machine translation into Russian. Pre-editing is defined  
as a process of adapting source text in order to reach a better quality  
of machine translation. Two case studies were conducted: one in 2021 and 
the other one in 2022. During case studies texts from bbc.com were chosen, 
pre-edited and translated using neural machine translation systems. Analysing 
common pre-editing techniques and their impact on the result of machine 
translation in terms of certain error patterns we conclude that in most cases 
pre-editing helps to eliminate a number of errors, improve the overall quality 
of machine output and reduce the amount of time and efforts needed  
for post-editing machine translation. The conducted case study also showed 
that despite the fact, that machine translation systems are constantly developing 
and changing, it is possible to identify common peculiarities of machine 
translation regarding a certain style or type of text and certain language pair, 
analyse the error patterns and find the appropriate pre-editing techniques 
that will be applicable for the most of machine translation systems for many 
months and years. Pre-editing does not guarantee the high quality of the 
translation itself, but together with post-editing it allows reaching results 
similar or equal to human translation saving a translator’s time and efforts. 
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Introduction
The advantages of machine translation (MT)  

over human translation (e.g., translation from scratch) 
make it extremely attractive: high translation speed, 
high performance and economic benefits. There  
is another important point for the discussion. Is it 
possible to claim that there is a great potential  
in the field of MT? Historically, the human 
participation in the MT process was considered  
as the impossibility of using MT on a large scale 
(Barkhudarov, Kolshanskij 1958), while others 
allowed the possibility of editing MT to the necessary 

extent (Hays 1960). There is an active development 
of MT systems, in particular, the MT technology 
based on neural networks. Before neural machine 
translation (NMT) appeared, the main challenge 
causing much discussion was poor translation 
quality, which could lead to misinterpretations  
and misdiagnoses (Dew, Turner, Choi et al. 2018). 

Currently, it is accepted that pre-editing is the 
analysis and verification of the source text (ST)  
in order to identify possible errors for NMT and 
their elimination or correction (Marzouk, Hansen-
Schirra 2019, 186). The research shows the influence 
of pre-editing on the quality of translation performed 
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by NMT. Pre-editing includes forecasting problem 
areas and possible errors. Pre-editing texts for  
NMT is the process of preparing the source text  
(ST) before translating. The paper considers the 
peculiarities of translating news texts from English 
into Russian using NMT systems and the possibility 
of improving the quality of output data with pre-
editing of ST. Globally, the use of MT combined 
with pre-editing has become integrated in the 
translation industry and in translator training. There 
are not only translators and post-editors, but also 
pre-editors.

Methods and material
The two news texts from bbc.com with a total 

number of words 300 were chosen for the case 
study. The source text 1 is “Reaching 130 million 
girls with no access to school” (Coughlan 2020). 
The source text 2 is “Why so many young Swedes 
live alone” (Savage 2019). First, the texts were 
pre-edited. Second, the source texts were trans-
lated from English into Russian before and after 
pre-editing using different MT systems based  
on neural networks. They are Google Translate, 
Amazon Translate and PROMT Professional 
Neural. After that, there was a comparison of six 
target texts. 

In order to evaluate the quality of MT and the 
effectiveness of pre-editing, translation errors were 
identified both in source and pre-edited texts MT 
outputs. All errors were divided into following 
groups: 1) lexical errors, including mistranslations, 
omissions / additions, wrong word choice, errors 
of collocation, etc. and 2) grammatical errors, in-
cluding wrong word order, incorrect word forms, 
agreement errors, etc.

The number of words in each source text is about 
150 before pre-editing. In one NMT, the number 
of words in raw output texts is about 265 before 
pre-editing. The number of words in raw output 
texts is about 262 after pre-editing. 

In the study neural machine translation systems 
are called NMT 1, NMT 2 and NMT 3 instead  
of NMT systems’ trade names in order to avoid 
comparisons and judgements. The purpose of the 
study is to reveal some patterns rather that evaluate 
the particular NMT system. 

There was one more text, the source text 3 
“Why procrastination is about managing emotions, 
not time” (Jarrett 2020). At the stage of the first 
reading the decision was made not to pre-edit it. 
There were too many problem areas related  
to diversity of tenses, changing person forms  
of verbs, polysemantic words, phrasal verbs, va-

riety of grammatical structures, etc. At the stage 
of translating before pre-editing the assumption 
was confirmed. The poor (in comparison to other 
texts) quality of NMT 1, NMT 2 and NMT 3 out-
puts showed that pre-editing would have taken 
too much time and efforts, and it presumably 
would not have improved the MT output quality 
significantly. 

In January 2022 (5 months after the first case 
study) we repeated the experiment using a new 
source text from bbc.com “Two-thirds with Omicron 
say they have had Covid before” (Roberts 2022). 
The new study showed no significant difference 
from the previous one in terms of translation quali-
ty, patterns of errors and effectiveness of pre- 
editing techniques. This means, that despite the 
rapid changes in NMT systems and in the news 
texts themselves, there are a number of common 
mistakes to be prevented through pre-editing and 
a number of pre-editing techniques that work  
in different circumstances. To illustrate this fact 
the examples from new source text (ST-2022) will 
be given in the “Discussion” part.

Discussion
Often, the effect of pre-editing on the quality  

of NMT is unpredictable, but some orientation  
of changes in NMT output has been revealed, which 
depends on the received pre-editing (Mercader-
Alarcón, Sánchez-Matínez 2016; Miyata, Fujita 
2021, 1541). Let us list some methods of pre- 
editing texts for MT:
 1. Break complex sentences into simple short 

sentences and medium-length sentences  
(5 to 20 words).

 2. If there are two verbs in the sentence that convey 
two thoughts, divide this sentence into two.

 3. Make sure all text is written in the same language.
 4. Replace the infinitive, present participle, and 

past participle forms of verbs at the beginning 
of sentences with less ambiguous words.

 5. Put verbs into active voice when possible.
 6. Put verbs into simple tenses if the target language 

does not have the same system, e.g. there are 
no continuous and perfect tenses in Russian.

 7. Eliminate idioms, slang, and jargon.
 8. Check that punctuation is correct.
 9. Insert, where necessary, missing words, articles 

and demonstrative pronouns before nouns (that, 
which, etc.).

10. Replace abbreviations and acronyms with full 
words, names or phrases, etc. (Kokanova, Be-
rendyaev, Kulikov 2019; Machine translation 
tips 2016).
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Pre-editing techniques:  
lexical aspect

The results of translation texts before pre- 
editing show that the NMT systems do not cope 
well with translating polysemantic words, which 
determines the importance of pre-editing, finding 
and eliminating such problematic places. After 
pre-editing the systems do cope with the transla-
tion, but still require editing the output of the NMT, 
that is post-editing (PEMT).

ST 1: Why so many young Swedes live alone
ST 1 after pre-editing: Why so many young 

Swedes live independently

ST 2: girls with no access to school
ST 2 after pre-editing: girls without education

ST 2: to stress the sense of urgency
ST 2 after pre-editing: to stress the urgency  

of the problem

The new case study showed the same issue, and 
the same pre-editing technique helped to prevent 
the error:

ST-2022: Two shots offer little protection against 
catching Omicron

ST-2022 after pre-editing: Two injections offer 
little protection against catching Omicron

Also, NMT systems do not recognize whether 
the meaning of the verb is reflexive or non-reflexive 
if both variants are possible for the particular verb. 
It is necessary to identify such cases and pre-edit 
using verbs with clearer meaning. Pre-editing helps 
to avoid the potential mistake. 

ST 1: I’d always wanted to move out of home 
and I’d always felt ready

ST 1 after pre-editing: I’d always wanted to move 
out of home and I’d always been ready

Another weakness of NMT systems is related 
to the fact, that they often do not “understand” 
idiomatic and colloquial language. As a result, when 
source text contains idioms or collocations, which 
is typical for news tests, the MT output looks more 
like word-for-word translation than transferring 
the original meaning. Therefore, pre-editing can 
include replacing idioms and collocations for more 
neutral and clear lexical items. 

ST 1: In Sweden it’s a different story
ST 1 after pre-editing: It’s different in Sweden

ST-2022: ‘Get boosted’
ST-2022 after pre-editing: ‘Get the booster dose’

English phrasal verbs can be one more source 
of errors in NMT from English into Russian. Com-
bining polysemy and colloquial meaning, they often 
lead to mistranslations. Pre-editing helps NMT 
cope with translation.

ST 2: girls who are completely missing out  
on school

ST 2 after pre-editing: girls who do not go  
to school at all

ST-2022: let in the fresh air
ST-2022 after pre-editing: air the room

There are some risks of errors to occur when 
the text contains words with abstract meaning.  
In order to reach understandable translation, those 
words can be replaced with more precise ones.

ST 2: Julia Gillard, former Australian prime 
minister, is campaigning for the right of girls to stay 
in education

ST 2 after pre-editing: Julia Gillard, former 
Australian prime minister, is campaigning for the 
right of girls to go to school

ST-2022: More work is needed
ST-2022 after pre-editing: More research  

is needed

Pre-editing techniques:  
grammatical aspect

In terms of grammar, the language typology 
should be taken into consideration. For instance,  
it is typical for English sentence to have difference 
between logical and syntactic subject, but sometimes 
that is not the case for Russian language. NMT 
systems do not change the subject and the error 
occurs. It is important to bring the syntactic struc-
ture closer to the logical one when pre-editing  
the sentences.

ST 1: A 2019 study found
ST 1 after pre-editing: The findings of a 2019 

study found

ST-2022: Coronavirus infections have slowed 
recently

ST-2022 after pre-editing: The rates of corona-
virus infections have slowed recently

In some cases grammatical structures them- 
selves (e. g. structures with non-finite verbs) lead 
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to omission of information necessary for the trans-
lated text. While pre-editing the structures can be 
changed in order to add the necessary information, 
but the result has to be checked at the stage of post-
editing. For instance, in the following example the 
quality of some NMT raw outputs even worsened, 
because NMT systems confused gerund and par-
ticiple V-ing forms.

ST 1: The most common age to leave home
ST 1 after pre-editing: The most common age 

of young people leaving home

In the following example pre-editing had pre-
dictably positive effect.

ST-2022: they had already previously tested 
positive for Covid

ST-2022 after pre-editing: they had already got 
the positive tests for Covid

The opposite situation is also possible. The gram-
matical structure may contain unnecessary words 
playing purely syntactic role. When translating  
into languages with different syntax they become 
unnecessary. To pre-edit in such cases means only 
to remove those words. 

ST 2: Reaching 130 million girls
ST 2 after pre-editing: 130 million girls

Interestingly, using news texts as research 
material, we noticed fluctuating effectiveness  
of pre-editing texts for the following NMT systems: 
Amazon Translate, Google Translate and PROMT 
Professional Neural. Only an understanding  
of how a particular NMT system works, as well  
as the ability to predict the impact of pre-editing 
texts for a particular NMT system, allows you  
to determine the best methods for pre-editing,  
for example, news texts for NMT from English  
to Russian. Thus, some pre-editing techniques 
show the expected results, which means that their 
application is possible. However, several cases  
of negative impact of pre-editing on the quality  
of NMT have also been identified. Some techniques 
of pre-editing news texts minimize the occurrence 
of errors, but the need for post-editing of NMT 
output remains.

Results
In order to measure the amount of post-editing 

needed for NMT texts with and without pre- 
editing, we post-edited NMTs of ST 1, ST 1 after 
pre-editing, ST 2, ST 2 after pre-editing, ST-2022 

and ST 2022 after pre-editing. We used TAUS 
guidelines (MT Post-Editing Guidelines 2010) for 
achieving quality similar or equal to human trans-
lation: corrected grammatical and lexical errors, 
ensured that no information was accidentally 
added or omitted, applied basic punctuation and 
spelling rules, etc.

In terms of human quality assessment, while 
post-editing we noticed, that pre-editing reduced 
the number of mistakes and made them easier  
to correct. It also reduced the time spent on post-
editing. On average, pre-edited texts required 
30–40% less time than texts without pre-editing. 

Finally, we used the Memsource Post-editing 
Analysis tool (Analysis Overview 2021) in order  
to calculate the edit distance between raw NMT 
outputs and post-edited texts. The percentage  
of post-edited texts similarity to raw outputs was 
analysed given the amount of time and efforts spent 
on pre-editing and post-editing. 

The pre-edited news texts are more than 90% 
similar to raw machine output. The news texts 
without pre-editing are more than 70% similar  
to raw machine output. Considering these facts,  
it is more appropriate to mention stability and 
predictability of NMT rather than higher or lower 
performance when applied to news texts. The pre-
editing time is also significantly important. It takes 
not much time to pre-edit if there are enough skills 
to predict the impact of pre-editing news texts  
for a particular NMT system.

After the quantitative analysis, the following 
patterns of translation errors were extracted:

1. mistranslation of polysemantic words remains 
one of the most frequent NMT error in terms 
of lexis;

2. omission of necessary information as well 
as addition of unnecessary items is also 
typical for NMT systems;

3. machine translation systems do not “under-
stand” some idioms, collocations and phras-
al verbs. It can be argued, that dealing with 
metaphorical meaning is completely outside 
the current capabilities of NMT;

4. in terms of grammar, NMT often struggles 
with word order and cannot restructure the 
sentence even if the target language system 
requires it;

5. NMT cannot translate the headings properly 
as it cannot cope with incomplete sentences.

A number of issues mentioned can be tackled 
using the combination of pre-editing and post- 
editing. Polysemantic words can be replaced with 
synonyms. Complicated phrases and constructions 
can be eliminated as well as idioms and strong  
collocations. Sentences can be restructured and 
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clarified. But in less frequent cases the effect  
of pre-editing can be unpredictable including lack  
of positive impact and even prevalence of nega- 
tive one.

There is some dependence of the pre-editing 
rules on the target language to which the English 
news texts are translated, most of them would  
also be useful when the target language of the 
translation is not Russian. This is, for instance,  
the rule to expand acronyms to help the MT sys-
tems determine the term, to eliminate polysemy, 
or to divide too long sentences into shorter ones.

Another utterly important question is whether 
we should pre-edit or not. On the example  
of source text 3 we can see that in some cir- 
cumstances pre-editing becomes inefficient due 
to amount of time and efforts needed. It is neces-
sary to consider the fact that post-editing is inevi-
table in any case.

Conclusion
While NMT systems are constantly improving, 

there are still some issues that reduce the quality  
of raw machine output. By predicting those issues 

and eliminating problematic places through pre- 
editing human remains key figure in human-machine 
interaction. On the whole, pre-editing improves  
the quality of NMT from English into Russian,  
but in order to pre-edit effectively, it is necessary  
to learn the methods of pre-editing texts for NMT. 
Several cases of negative impact of pre-editing  
on the quality of NMT have been identified, that 
indicates the necessity to understand how the NMT 
works. Some me thods of pre-editing news texts 
minimize the number of errors, but the need  
for PEMT output remains.

Knowing and using pre-editing and post-editing 
techniques reduce time and efforts needed for 
reaching comprehensible, accurate and stylisti-
cally fine translation quality.
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